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5. CONCLUDING REMARKS

In this study we considered the performance of some ridge
and other biased estimators under a wide range and combination
of controlled parameter values. For a given regression problem,

2 can be estimated, so that one may use

a and p are known and ¢
the tables of guideline to select an estimation method for g.

In view of the extensive nature of this study, we feel
that our results, bolstered by supporting conclusions from other
published simulation studies, enable us to recommend with con-
fidence a method of choosing among a large class of estimators
a small number of promising candidates, on the basis of certain
characteristics of particular problems.

For each set of simulated data, the squared loss of the
B estimate of each estimation method was compared to two common
calibrations, the squared loss of the OLS é and that of the op-
timal ridge é(k'). The former lets us guage the magnitude of
squared loss improvement over the OLS estimate while the latter,
being the absolute minimum squared loss for using a single-
parameter ridge estimate for B, enables us to obtain an empiri-
cal relative-efficiency of each method as well as observing
whether any of the other estimators is capable of achieving a
smaller squared loss (or a smaller average) than the minimum loss
that could possibly be achieved by a member of the single-para-

meter ridge class of estimators.
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APPENDIX

The computer programs used in this study were coded by
A. Mitra. Computations were performed in double-precision on
an IBM/370 model 165 machine, with programs coded in FORTRAN
and compiled by WATFIV (Version I, level 5).

The reported simulation results were based on the use of
subroutines RANDU and GAUSS from the IBM Scientific Subroutine
Package (1970) for pseudorandom number generation. In addition,
the statistical reliability of certain results (including
Table 4) were verified by the use of better uniform and normal

generators:

The uniform pseudorandom number generator was

31

X = 764,261,123 X5 (mod 2 = 1),

i+l

which was reported by Hoaglin (1976) to have excellant spectral
and lattice properties. Its spectral numbers are C, = 1.94,

Cy = 2.10, Cq = 2.58, Cg = 4.06, and C¢ = 2.55; and its lattice
numbers L; are less than 2, i=2, ..., 6. Random normal deviates
were generated by applying the Box-Muller (1958) transformation
to the uniform (0, 1) numbers produced by the Hoaglin generator
described above.

B e 2




l. Estimators Considered in Study

Single—Parametet:'

Ridge

Others

Multi-Parameters:

Ridge

Others

B, B+:

-V, V+:

Hoerl, Kennard and Baldwin (1975, eq. 2.2)
Farebrother (1975, eg. 6) .-

Mallows (1973, p. 673), Farebrother (1975, eq. 11)
McDonald and Galarneau (1975, Rule RZ)

(1.3) and (2.2)

(1.3) and (2.3)

James and Stein (1961), Vinod (1976, eqg. 13, p. 6)

Hoerl and Kennard (1970 a, p. 63)
Guilkey and Murphy (1975, p. 770, DRE1l, Ai<o'1éax)

Bhattacharya (1966), Vinod (1976, egs. 19, 21)

Vinod (1976, egs. 22, 23)

—




2.

Correlations (p) for a Degree of Multicollinearity

for Various Dimensions (p)

‘

‘a)

Degree of Correlation (p)
Multicollinearity Dimension

a p=3 p=6 p=10
- 0.0 0.0 0.0
2 0.6404 0.5742 0.5462
5 0.8633 0.8322 0.8196
10 0.9325 0.9164 0.9099
50 0.9866 0.9833 0.9820

100 0.9933 0.9917 0.9910
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3. Performance of Estimators with Respect to the

OLS and Optimal Ridge Estimates for a Sample.

p=3, g2=0.l, a=2, g=most favorable

Estimators | 1 - L(k)/L(0) | L(k)/L(k) - 1 | L(k)/L(k,) - .
GM 0.000 0.248 0.248
M -0.902 1.374 1.374
HKB -0.217 0.518 0.518
HK 0.527 -0.410 -0.410
F 0.196 0.004 0.004
M2 0.188 0.014 0.014
M1l 0.196 0.003 0.003
MG 0.000 0.248 0.248
JS+ -0.179 0.472 0.472
v 0.029 0.212 0.212
v+ 0.029 0.212 0.212
B+ -0.259 0.572 0.572
B -0.259 0.572 0.572
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5. Approximate Percentage of Times Estimators Have

Smaller Squared Loss than OLS.

Low Multicollinearity High Multicollinearity
a=1, 2 a=5, 10, 50, 100
B Host B Least B Most B Least
Favorable Favorable Favorable Favorable
;1ngle-Parameter:
Ridge: HKB 962 89 100 98
F 98 91 100 98
M 88 84 100 98
MG 59 54 46 44
M1 96 90 100 98
M2 95 90 100 98
Others: JS+ 95 92 100 98
Multi-Parameter:
Ridge: HK 99 94 100 98
GM 37 33 100 97
Others: B 88 94 90 95
B+ 92 97 93 99
\ 99 85 99 95
v+ 100 85 99 95

“Av.rnge of the performance criterion (X of times loss of estimator < loss
of OLS) over all combinations of parameters: p=3, 6, 10; o0“=1.0, 0.1.




6. Maximum Rank of the Mean Squared Error

of Estimators

Estimator Maximum Rank of MSE®
M2 7
HKB 8
M1 9
HK 9
JS+ 13
MG 13
F 13
B+ 13
B 3
GM 14
M 14
v+ 14
v 14

AMaximum Rank over all combinations of parameters:
p=3, 6, 10; a=1, 2, 5, 10, 50, 100; 0°=1.0, 0.1;

f=most favorable and least favorable.




7.

Guideline for Choosing Single-Parameter Estimators

28
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Low Multicollinearity (a=1,2)

High Multicollinearity (a=5,10,50,100)

Small variance

Large variance

Small variance

Large variance

(0%<0.1) (0250.1) (0%<0.1) (6%>0.1)
p=3,6 p=10 p=3,6 p=10 p=3,6 | p=1n p=3,6 | p=10
HKB(3+)' | HKB(5) | JS+(3) | Js+(2+) M2) | M(2+) M(24) | M(34)
M2(6) HKB(1+) | M2(4)
M1 (6) M2(3) M1 (3+)

¥(12) F(L14) | M(13) F(12) MG(9) | F(12) MG(94+) | F(13)
MG(10+) MG(9) 16 (104) MG (10+)

aNumbers in parenthesis represent ranks of MSE averaged over the corresponding

combination of parameters and § = most favorable and least favorable.
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8. Guideline for Choosing Multi-Parameter Estimators

Low Multicollinearity (a=1,2) High Multicollinearity (a=5,10,50,100)
Small variance Large variance Small variance Large variance
2 9
(0219.1) (02>0.1) (0°<0.1) (g 30.1)
p=3,6 p=10 p=3,6 p=10 p=3,6 p=10 p=3,6 p=10
"Bast HK(2)* B+(1+) | HK(4+) B+(2) GM(1+) | aM(1+) | GM(1) GM( L+
MsE"
B+(2+) B+ {74)
GM(11+) GM(10) | GM(11+) | GM(10) B(10) V(10) B(10+) | V(11)
"Worst
MSE" | V(10+) V(10+) | V(10+) V(1l) B+(Y) V+(11) | B+(9) V(1Y)
V+(10+) VH(10) | V+(10+) | V+(114) || V(LILlW) V(11+)
V+(11+) V+(12)

“Numbers in parenthesis represent ranks of MSE averaged over the corresponding
combination of parameters and § = most favorable and least favorable.
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